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Abstract 
Personalising decision-making assistance to diferent users and 
tasks can improve human-AI team performance, such as by appro-
priately impacting reliance on AI assistance. However, people are 
diferent in many ways, with many hidden qualities, and adapting 
AI assistance to these hidden qualities is difcult. In this work, we 
consider a hidden quality previously identifed as important: over-
reliance on AI assistance. We would like to (i) quickly determine 
the value of this hidden quality, and (ii) personalise AI assistance 
based on this value. In our frst study, we introduce a few probe 
questions (where we know the true answer) to determine if a user is 
an overrelier or not, fnding that correctly-chosen probe questions 
work well. In our second study, we improve human-AI team per-
formance, personalising AI assistance based on users’ overreliance 
quality. Exploratory analysis indicates that people learn diferent 
strategies of using AI assistance depending on what AI assistance 
they saw previously, indicating that we may need to take this into 
account when designing adaptive AI assistance. We hope that fu-
ture work will continue exploring how to infer and personalise to 
other important hidden qualities. 
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• Human-centered computing → Empirical studies in HCI; 
User studies. 

Keywords 
AI-assisted decision-making, time pressure, overreliance, reinforce-
ment learning, adaptive AI, human-centered AI, explainable AI, 
human-AI interaction, decision support systems 
ACM Reference Format: 
Siddharth Swaroop, Zana Buçinca, Krzysztof Z. Gajos, and Finale Doshi-
Velez. 2025. Personalising AI assistance based on overreliance rate in AI-
assisted decision making. In 30th International Conference on Intelligent User 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for components of this work owned by others than the 
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specifc permission 
and/or a fee. Request permissions from permissions@acm.org. 
IUI ’25, March 24–27, 2025, Cagliari, Italy 
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM. 
ACM ISBN 979-8-4007-1306-4/25/03 
https://doi.org/10.1145/3708359.3712128 

Zana Buçinca 
Harvard University 

Cambridge, Massachusetts, USA 
zbucinca@seas.harvard.edu 

Finale Doshi-Velez 
Harvard University 

Cambridge, Massachusetts, USA 
fnale@seas.harvard.edu 

Interfaces (IUI ’25), March 24–27, 2025, Cagliari, Italy. ACM, New York, NY, 
USA, 16 pages. https://doi.org/10.1145/3708359.3712128 

1 Introduction 
In AI-assisted human decision making, our goal is to design AI 
assistances that complement the human’s performance. However, 
using a fxed type of AI assistance for all people does not lead to 
complementarity [3, 6, 10, 19, 36, 51]. Recent work has found that 
adapting the AI assistance to people can help overcome this issue: 
diferent people beneft from diferent types of AI assistance [5, 8, 30, 
32]. However, it is not always clear what human qualities we should 
adapt our AI assistance to. For example, diferent people can engage 
diferent amounts with the task, trust AI diferently, and learn about 
the task diferently. Some of these diferences might be fxed traits 
of people and potentially measurable through questionnaires, while 
others might be specifc to the person’s daily circumstances and 
the nature of the task. Examples may include a person’s skill at the 
task or their propensity to rely on the specifc AI assistance for the 
specifc task. 

We want to adapt to these changing person qualities, but they 
are often hidden or latent: we need to infer these qualities from 
observing the person in real-time. It is especially difcult to quickly 
personalise to diferent people based on hidden qualities, because 
any real-time signal is noisy, and signal from questionnaires are not 
very predictive (for example, personality traits asking about trust 
in AI have not been found to be predictive of a person’s reliance 
on AI [25, 38, 46]). 

In this paper, we consider how to quickly adapt AI assistance 
to one specifc hidden quality: overreliance rate (which is how 
often people rely on an incorrect AI recommendation [7, 46, 47]). 
Previous work [46] found that this is an important hidden quality of 
decision-makers: diferent AI assistances are benefcial for people 
with diferent overreliance quality. For example, people with low 
overreliance tend to be slower and achieve higher accuracy, even 
achieving human-AI complementarity, unlike people with high 
overreliance. Additionally, we expect that a person’s tendency to 
overrely will depend on the specifc task setting, meaning we must 
re-learn how to adapt to overreliance quality every time a person 
approaches a new task. 

We use a study where a participant has to answer a series of 
logic puzzles. Participants are told that they are a doctor that has 
to treat as many alien patients as possible within a 20-minute shift, 
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and there is a timer on screen to pressure them to answer quickly. 
Participants are either shown no AI assistance, AI-before assistance 
(where the AI recommendation and explanation are shown before 
the participant makes an initial decision) or AI-after assistance 
(where the AI input is shown after the participant makes an initial 
decision, and they can update their decision). These AI assistance 
types have been found to afect overreliance rate, accuracy and time 
taken in diferent ways, and were used in previous work [7, 46]. 
We want to show the beneft of personalising even between these 
three assistance types. 

Using previous data [46], we design diferent assistance policies 
for overreliers and not-overreliers. We assume we have access to (i) 
whether the particular question is easy or hard, (ii) the uncertainty 
of the AI recommendation, and (iii) whether the participant is 
an overrelier or a not-overrelier. Our policies show that people 
with diferent overreliance quality should be shown diferent AI 
assistance types. For example, people who overrely more should 
not be shown an AI recommendation in situations when the AI is 
uncertain. However, people who overrely less can still beneft from 
being shown an AI recommendation when the AI is wrong, as they 
can verify it is wrong and then use this to reach a correct answer 
quickly. 

We conducted two studies in this paper. In our frst study (Sec-
tion 3), we explore how we can quickly learn a person’s hidden 
overreliance quality (if they are an overrelier or a not-overrelier). 
To do this, we introduce ‘probe questions’, where we purposefully 
provide an incorrect AI recommendation to see if the participant 
overrelies on it or not. These are similar to catch trials, where an 
incorrect suggestion is shown to a user with the aim of ensuring 
the user is vigilant and alert [26, 50]. Overall, our fndings show 
that we can use probe questions to quickly estimate a person’s 
hidden overreliance trait: we get >90% accuracy at predicting over-
reliance quality (their overreliance on subsequent trials) after only 
two probe questions. 

We also try and understand which personality traits correlate 
with overreliance, and how people’s overreliance quality afects 
their subjective experience and motivation about the task. We fnd 
that overreliers have signifcantly lower Need-for-Cognition trait 
(people’s intrinsic motivation to think [12]), while previous work 
only found marginal correlations [46]. We also ask participants 
intrinsic motivation questions (from Self-Determination Theory) 
after they complete the study [15, 40] to understand whether over-
reliance quality predicts people’s subjective experience of the task. 
We fnd that participants who overrely less feel like they put in sig-
nifcantly more efort, feel more pressure, and have higher perceived 
choice than overreliers. This indicates that these not-overreliers 
engage with the task more, and feel the time pressure more. 

In our second study (Section 4), we explore if we can improve 
accuracy-time performance by personalising quickly to the hidden 
overreliance quality. We adapt quickly, showing our personalised 
policy after just two probe questions instead of half-way through 
the study. We fnd that, for overreliers, the personalised policy 
improves overreliers’ accuracy compared to baselines, as expected. 
For not-overreliers, all policies have similar performance: this group 
engages with the task, and all forms of AI assistance, more. 

In Section 5 we explore how per-question response time is im-
pacted by adapting policies to participants’ overreliance quality. We 

fnd that our personalised policy speeds up per-question response 
time on average (or is as quick) compared to baseline policies. Our 
analysis indicates that when personalising AI assistance, it matters 
how long participants have spent using previous assistance policies, 
as this afects how participants use or view the AI input: for exam-
ple, seeing only AI-before assistance leads to learning a diferent 
strategy than if they saw a mix of all AI assistances randomly. This 
suggests that we could explicitly model a participant’s strategy for 
using AI input, as this may be a more direct indicator for how to 
personalise AI assistance policy to them. 

We make the following contributions: 

(1) We argue for and demonstrate the importance of adapting 
AI assistance to hidden qualities of people. These qualities 
may change for a single person depending on the task and 
day (unlike traits, which remain constant for a longer time 
period). These qualities may also be hidden, meaning we 
must estimate them from interactions between the human 
and the AI assistance. This may require designing specifc 
interactions. 

(2) We focus on one specifc hidden quality: overreliance rate. 
We show that, by including probe questions, we can quickly 
and accurately learn a person’s hidden overreliance qual-
ity. We adapt to overreliance quality, and fnd that we can 
improve human-AI team accuracy, in particular for the over-
relier group. 

(3) We fnd that the group of people that overrely more on AI 
assistance put in signifcantly less efort, feel less pressure, 
and have lower perceived choice. We show that this group 
of people beneft from diferent AI assistance than the group 
who do not overrely on AI assistance. 

(4) We fnd that a participant’s strategy for how to use AI changes 
depending on what AI assistance they see in the frst part of 
the study. This suggests that we should explicitly model a 
participant’s strategy for using AI when adapting AI assis-
tance to people. 

2 Related Work 
AI-assisted human decision making. In AI-assisted human deci-
sion making, we aim to achieve human-AI complementarity, where 
the human-AI team has higher accuracy than either the human or 
AI alone. Achieving complementary performance is usually framed 
as achieving appropriate reliance on the AI [42, 47]: humans should 
not overrely on the AI input when the AI input is wrong, and 
should incorporate the AI input when it is correct. However, us-
ing a fxed type of AI assistance for all people and tasks has been 
found to lead to worse accuracy than AI-only accuracy in many 
settings [3, 6, 10, 19, 36, 51], often because humans are overrelying 
on the AI input [7, 10, 24, 27]. 

Adaptive (or personalised) AI assistance, which changes depend-
ing on the person and properties of the task, has shown promise 
to achieve complementarity, at least for some participants [5, 8, 30, 
32, 34]. Adaptive AI assistance can involve inferring some hidden 
preference or quality of participants. Bhatt et al. [5] learn the user’s 
preference for which model should provide a recommendation, and 
personalise to this using contextual bandits. Ma et al. [30] estimate 
the user’s capability or skill on the task, and adapt AI assistance 
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accordingly. Buçinca et al. [8] personalise to factors such as peo-
ple’s Need for Cognition trait or AI uncertainty to optimise for both 
accuracy and human learning. Our work focusses on inferring and 
adapting to a user’s hidden overreliance quality. 

Prior research has argued that people may overrely on AI because 
they superfcially process AI explanations and recommendations [7, 
18, 31]. Some works have used AI assistances that force humans 
to engage more with the AI input, and we can adaptively show 
these in order to achieve more appropriate reliance when needed 
[8, 46], although this may depend on the form of AI assistance 
and explanation [11]. Swaroop et al. [46] hypothesised that there 
is potential for using adaptive interventions after splitting people 
by overreliance quality but they did not test this hypothesis. We 
build on this work by (i) quickly inferring overreliance quality by 
introducing probe questions, and (ii) explicitly showing the beneft 
of adapting to such a hidden quality in a user study. 

Using probe questions. We use probe questions as a way to 
estimate a participant’s hidden overreliance quality. Probe ques-
tions are questions where we purposefully show an incorrect AI 
suggestion to the participant. Previous work has used catch trials, 
where an incorrect suggestion (or no suggestion at all) is shown 
to the user [26, 50], with the aim of ensuring the user is vigilant 
and alert. We use probe questions to explicitly estimate their over-
reliance rate, and do not use them as a method for maintaining 
human vigilance. 

Similar to our use of probe questions, a recent concurrent work 
proposes using reliance drills to detect if a user is overreliant on 
AI [23], where their reliance drills are similar to our probe ques-
tions. Their work provides a framework for using reliance drills, 
providing high-level ideas for how to use results from reliance 
drills to ensure better human-AI team performance. Our work takes 
this further by also implementing probe questions in a user study, 
and by instantiating a method for improving performance based 
on overreliance quality (we adapt AI assistance depending on a 
participant’s overreliance quality). 

Reasons people have diferent overreliance rates. Our paper 
infers people’s overreliance quality for the specifc task, although 
more fne-grained versions of reliance also exist [20]. How much a 
person overrelies on AI input is closely related to how much a per-
son trusts AI recommendations [7, 8] (however, in some situations 
an inverse relationship among these two constructs has been re-
ported [6, 43]). Previous work has found that it is difcult to predict 
a person’s overreliance rate on a task given personality traits such 
as Need for Cognition and Big-Five Personality traits [46], with 
work arguing that trust in AI may or may not sometimes be corre-
lated with personality traits [38]. This could be because a person’s 
tendency to overrely is not a stable trait, but rather depends on 
the specifc task, the form of the AI assistance, and maybe how the 
person is feeling on that day (for example, how willing they are to 
engage with the specifc task). This would mean that overreliance 
is not a stable trait, and indicates that we should learn overreliance 
quality from data in real-time, as we do in this paper. 

In experiment 2 in this paper, we additionally ask participants 
about their Actively Open-Minded Thinking trait, which measures 
willingness to consider diferent opinions [4, 33], and therefore 
might be more promising than previously-used traits like Need 

for Cognition. We fnd promising results using AOT, but this will 
require further study and experiments. 

To better understand why people might overrely on AI assis-
tance, we ask participants what motivates them during the study. 
Specifcally, we ask questions from the Intrinsic Motivation In-
ventory [40] about Interest/Enjoyment, Perceived Competence, Ef-
fort/Importance, Pressure/Tension and Perceived Choice. Given 
that we expect overreliers to be less motivated to engage with the 
task in general [7, 46], we might expect overreliers to enjoy the 
task less, have lower perceived competence, assign less importance 
to the task, feel less pressure and less perceived choice. 

Importance of response time as well as accuracy. Although 
the focus on this paper is on the human-AI team’s fnal accuracy, 
we also report response time, and explore this in more detail in 
Section 5. Using AI assistance to speed up decision-making time can 
be especially important in time-pressured settings, such as doctors 
in an emergency room [16, 35, 39], or in aviation [34, 41], and 
there can generally be an accuracy-time trade-of when choosing 
AI assistance [46]. Previous work has found that response time is 
slower on more difcult questions without necessarily increasing 
accuracy [1, 29], while AI assistance types that force people to 
engage unsurprisingly also slow down response time [46]. Our 
learnt personalised policy maximises decision-making accuracy, 
but also aims to reduce response time, and we discuss its impact 
on response time in our results and in Section 5. 

3 Experiment 1: Probe questions help to quickly 
personalise 

In this frst experiment, we use probe questions (where we purpose-
fully show an incorrect AI recommendation) to quickly determine 
a participant’s hidden overreliance quality. Our frst hypothesis is 
that using a participant’s overreliance on probe questions is better 
than using other available information (e.g., response time, reliance 
rate on the AI, and personality traits) to predict the participant’s 
overreliance quality. Directly measuring overreliance rate on probe 
questions (where we deliberately ensure the AI suggests a wrong an-
swer) should be a better predictor of overreliance quality than other 
predictors. We classify overreliers and not-overreliers (‘overreliance 
quality’) by splitting participants into half by their overreliance 
rate, with the group with higher overreliance rate as the overreliers 
(and the group with lower overreliance rate as the not-overreliers). 
Note that determining a participant’s true overreliance requires 
knowing if the AI was right or wrong on all questions, which is 
information we do not have outside of controlled settings, and 
we therefore want to accurately predict overreliance using other 
available information. 
H1: Using probe questions distinguishes quickly between over-

reliers and not-overreliers, compared to only using other 
available information (e.g., response time, reliance on AI, 
personality traits). 

We also hypothesise that certain probe questions are better than 
others at quickly determining overreliance quality. We hypothesise 
that easy probe questions are better than hard questions because 
only overreliers would rely on the AI input on easy questions; 
conversely, on hard questions, all people are more likely to rely on 
the AI input [47, 52]. 
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H2: Easy probe questions better distinguish between overreliers 
and not-overreliers compared to hard questions. 

We hypothesise that AI-before probe questions are better than 
AI-after probe questions. This is because, on AI-before questions, 
participants immediately choose whether or not to rely on the AI. 
Conversely, on AI-after, participants will already have engaged 
with the question and so are more likely to not rely on the AI. 

H3: AI-before probe questions better distinguish between over-
reliers and not-overreliers compared to AI-after questions. 

We also have research questions for this study. Firstly, we explore 
if the personalised policy in the second half leads to improved accu-
racy compared to baselines (maladaptive policy, and AI-before only 
policy), given a participant’s overreliance quality. We also explore 
if this leads to improved response time per question. Secondly, we 
expect that participants who overrely more will have lower per-
ceived choice according to the Intrinsic Motivation Inventory (IMI) 
questions asked post-study, and we want to explore if there are 
other diferences in IMI answers depending on overreliance quality. 
Thirdly, we expect overreliers to have lower Need for Cognition 
trait and lower neuroticism (marginal correlations were previously 
found [46]). Fourthly, we want to explore if one type of probe ques-
tion (e.g., easy questions with AI-before assistance) is better than 
the rest. Fifthly, we want to see if adding additional information 
(such as time taken on all questions) improves upon using our best 
probe question when predicting overreliance quality. 

RQ1: Does personalising in second half lead to improved accu-
racy compared to not personalising? How is response time 
afected? 

RQ2: Do overreliers have lower perceived choice? What about In-
terest/Enjoyment, Perceived Competence, Efort/Importance 
and Pressure/Tension? 

RQ3: Do overreliers have lower NFC and lower neuroticism? What 
about the other Big-Five personality traits? 

RQ4: Is one type of probe question better than the others? 
RQ5: Does combining the best-performing type of probe question 

with more information (eg time taken on all questions, re-
liance on all questions, or personality traits) improve ability 
to distinguish between overreliers and not-overreliers? 

3.1 Task description 
We used a task setup very similar to previous work [46], where 
users were asked to prescribe medicines to sick fctional aliens. 
Participants were shown a series of sick aliens for 20 minutes, and 
asked to prescribe a single medicine to each alien. Each alien cor-
responded to a logic puzzle that the participant had to solve. This 
decision task is therefore accessible to laypeople while carrying 
real-world resemblance: we aimed to motivate participants to ob-
tain high accuracy while getting through as many sick patients as 
possible. 

An example task is shown in Figure 1. Participants must use the 
observed symptoms and the alien’s ‘treatment plan’ (decision set 
rules unique to each alien) to prescribe a single medicine. We use 
decision sets as they are relatively easy to parse [28]. AI assistance 
is shown in a red box, and is provided before (AI-before) or after 
(AI-after) the participant’s initial prescription. 

There were two levels of difculty of questions: easy and hard. 
Easy questions required less cognitive efort for a human to fnd 
the best medicine, while appearing superfcially similar to hard 
questions (e.g., similar length of lines and number of lines). Figure 1 
is an example of an easy question, while Figure 3 is a hard question. 
Additionally, we allowed for two possible correct medicines for 
aliens: a better medicine that treated more of the alien’s observed 
symptoms, and a suboptimal medicine. Including a suboptimal 
medicine allowed us to analyse how participants use the AI input: if 
they simply verifed that the AI recommendation was correct, then 
they would overrely on the suboptimal medicine (without fnding 
the better medicine). An alternative strategy is to ignore the AI 
input to fnd the better medicine (and potentially later confrm if 
their better medicine treated more observed symptoms than the 
recommended suboptimal medicine). 

We note that the task is in a fctional setting, but this allows us 
to precisely manipulate various aspects, such as task difculty and 
AI assistance correctness. We also know the ground truth answers, 
allowing us to personalise AI assistance to diferent participants 
using ground-truth overreliance quality. Overall, this allows us to 
understand how personalisation is impacted in settings where users 
must complete many tasks in a limited time period. 

3.2 Conditions 
All our participants have see probe questions, which we use to 
answer Hypothesis H1. For Hypotheses H2 and H3, we designed our 
study with four between-subject conditions, randomly assigning 
participants to have one type of probe question (2 difculties of 
questions x 2 AI assistance types): 

(1) Easy+Before: Probe questions are of lower difculty, and AI-
before assistance is provided on the probe questions, mean-
ing an AI recommendation and explanation is provided to 
the participant before they make a decision. 

(2) Easy+After : Probe questions are of lower difculty, and AI-
after assistance is provided on the probe questions, meaning 
an AI recommendation and explanation is only provided to 
the participant after they make an initial decision. 

(3) Hard+Before: Probe questions are of higher difculty, and 
AI-before assistance is provided on the probe questions. 

(4) Hard+After : Probe questions are of higher difculty, and 
AI-after assistance is provided on the probe questions. 

Probe questions were shown to participants every fourth ques-
tion (starting on the third question): we do not want to show too 
many probe questions as that may take too much time away from 
answering non-probe questions. Probe questions were shown to 
participants in the frst half of the study only (frst 10 minutes). 
This is because we are interested in inferring participant quality 
as quickly as possible, and within the frst half (and ideally much 
quicker). 

For the second half of the study, we randomly assigned partic-
ipants to one of three conditions, in order to see if adapting to 
overreliance rate helps (Research Question 1): 

(1) Personalised policy: we frst calculate if the participant is an 
overrelier or not (using true overreliance rate on all questions 
in the frst half of the study [46]), and show the participant 
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Figure 1: Participants see a series of aliens, like this one, and must prescribe a single medicine to each one. Each alien is set up 
as a logic puzzle, with a set of inputs (the ‘observed symptoms’) and a set of rules (the ‘treatment plan’) that leads to a medicine. 
Participant must choose a medicine that uses only observed symptoms (and potential green ‘intermediate symptoms’), and not 
other unobserved symptoms. We show AI assistance in a red box, like in this example, showing both a recommended medicine 
and an explanation (an intermediate symptom). In this example, the AI recommendation is the best possible, and all other 
medicines are incorrect. There are two timers counting down at the top of the screen: one says how much time remains in the 
20-minute shift, and another counts down from a suggested time for each question (1 minute). 

the policy personalised to their overreliance quality. The 
policy is described later in this subsection. 

(2) Maladaptive policy: after calculating if the participant is an 
overrelier or not (based on the frst half of the study), we use 
the policy personalised to the other group, hence making 
this maladapted. 

(3) AI-before policy: we show participants only AI-before assis-
tance on all questions, as is common in decision-support 
systems currently. 

Personalised policy. We now describe how we chose the per-
sonalised policy for overreliers and not-overreliers. We assume 
we have access to the following states: (i) whether someone is an 
overrelier or not, (ii) the AI’s uncertainty about its answer (we 
assume the AI is certain about its answer when it suggests a right 
or suboptimal answer, and uncertain when it suggests a wrong 
answer), (iii) the question difculty (easy or hard). Each of these is 

a binary variable, meaning there are eight states in total, and we 
learn which AI assistance type (AI-before, AI-after, No-AI) is best 
for each of these, prioritising fnal decision-making accuracy. 

We use data from a study in Swaroop et al. [46] to fnd which AI 
assistance type is best for each of the eight states, focussing on their 
data from the ‘Mixed’ setting in Experiment 2, as that resembles 
our experimental setup. For each of the eight states, we choose 
the AI assistance type that gives signifcantly higher accuracy. If 
two assistance types have similar accuracy, then we choose the 
assistance type that is quicker (has shorter response time). We 
also run Of-Policy Evaluation [45], a technique in reinforcement 
learning, to fnd the better AI assistance type when there is no 
signifcantly better assistance type for a state. We summarise our 
of-policy evaluation method in Appendix A. 

The personalised policy is summarised in Table 1. For not-over-
reliers, our policy is similar to the AI-before only policy, except 
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Overrelier quality AI uncertainty Question difculty AI assistance type 

Not-overrelier 

Low 
Low 
High 
High 

Easy 
Hard 
Easy 
Hard 

AI-after 
AI-before 
AI-before 
AI-before 

Low Easy AI-before 

Overrelier Low 
High 

Hard 
Easy 

AI-before 
No-AI 

High Hard No-AI 
Table 1: The personalised policy. We have three state variables and use the best AI assistance type in each state. The not-
overrelier policy has mostly AI-before assistance, except when the AI is certain and the question is easy, where it has AI-after 
assistance. The overrelier policy shows AI-before when the AI is certain, and No-AI when the AI is uncertain. 

in one state: when the AI is certain and the question difculty is 
easy, we show AI-after assistance. For overreliers, our learnt policy 
shows AI-before when the AI is certain, and No-AI when the AI is 
uncertain (this forces participants to not rely on the AI assistance 
when the AI is uncertain). 

3.3 Procedure 
We conducted our study online on Prolifc, a crowdsourcing plat-
form. Participants frst saw a consent form they had to accept, and 
then had to answer three pages of survey questions. The frst page 
asked demographic questions, the second page asked two questions 
about time pressure [9] and four questions about the Need for Cog-
nition trait (the same subset used by Gajos and Chauncey [17] from 
Cacioppo et al. [13]), and the third page asked the BFI-10 questions 
[37] to estimate participants’ Big-Five Personality traits. After these 
survey questions, participants had to read instructions about the 
task, and then correctly answer three practice questions (for which 
they had two attempts). During the practice questions, participants 
were provided feedback on how to improve their answers, but no 
feedback was given during the main study. 

After successfully completing the practice questions, partici-
pants were presented with a screen telling them to prepare for 
the main 20 minute study, which then began. They had to answer 
as many questions as possible in these 20 minutes. Participants 
saw an equal number of easy and hard questions, in a random 
order. There were two timers at the top of the screen: one global 
timer that counted down from 20 minutes, and a local timer giving 
participants 1 minute per question (the local timer turned red af-
ter reaching 0 seconds, and the timer then counted into negative 
numbers). For AI-after assistance, we provided 20 seconds after par-
ticipants provided an initial response. There was no requirement 
for participants to answer each question within the 1 minute timer, 
but the presence of the timer increased time pressure. The global 
timer ensured participants felt pressured at the end of the study, 
while the local timer ensured there was some time pressure spread 
evenly throughout the study, rather than feeling relaxed during the 
frst part. 

After completing the main part of the study, participants were 
shown another two pages of survey questions. The frst page asked 

17 questions from the Intrinsic Motivation Inventory [40], about In-
terest/Enjoyment, Perceived Competence, Efort/Importance, Pres-
sure/Tension, and Perceived Choice (questions we used are in Ap-
pendix B). The second page asked how helpful participants found 
the AI (5-point scale), and asked open-ended questions on what 
their strategy for approaching the task was, if their strategy changed 
when there was an AI input, and for any other feedback. 

We collected data from 207 participants on Prolifc, fltering for 
English speakers from the US. 52 people failed the practice questions. 
We removed 8 people for answering questions too quickly or slowly, 
using the same criteria as in previous work [46]: they spent less than 
three seconds on at least three questions, or spent more than twice 
as long on one question than other questions (they got distracted for 
one question). This left 147 participants: to determine the required 
sample size, a power analysis was conducted (for Hypothesis H1), 
showing that 133 participants are needed to capture a medium 
efect size (Cohen’s � = 0.3) with 80% power at a 0.05 signifcance 
level (four degrees of freedom). Each participant was paid USD$7 
(median time was 37 minutes, for an estimated $11.35/hr). Failing 
practice questions caused the study to immediately end, and these 
participants were paid $2. We paid the top-performing participants 
a bonus $3 to motivate better performance. 

Our results are based on the remaining 147 participants. Partici-
pants had a mean age of 35 years (standard deviation of 12 years). 
58 participants self-identifed as male, 86 as female, 2 as non-binary, 
and 1 preferred not to say their gender. 43 participants reported high 
school as their highest level of education, 63 reported a Bachelor’s 
degree, 31 Master’s (or beyond), and 10 answered ‘other’. 

Both experiments in our paper were approved by the Internal 
Review Board at Harvard University, protocol number IRB15-2076. 

3.4 Design and analysis 
We measure overreliance rate, looking to see if a participant’s over-
reliance quality (determined by true overreliance rate in the frst 
half of the study) can be predicted by overreliance rate on just probe 
questions. 

(1) Overreliance rate: the proportion of times participants gave 
the same answer as an AI recommendation, conditioned on 
the AI recommendation not being optimal [7, 46, 47]. 

We note that our defnition of overreliance rate here does not 
take into account the chance that a participant would give the same 
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answer as the incorrect AI recommendation. We do not expect 
this to afect our analysis because (i) this should lead to a fxed 
ofset in overreliance rate across participants, while we are only 
interested in comparing overreliance between participants, and (ii) 
there are many potential answers for each question, and it is not 
likely that participants would give the same incorrect answer as 
the (randomly-chosen incorrect) AI recommendation. 

We also see if response time can predict overreliance quality. 

(2) Response time: we calculate how long a participant takes to 
answer questions on average (time taken from the moment 
the question is presented to the moment participant submits 
their answer). 

In order to see if personalised policy improves accuracy (Re-
search Question 1), we also report decision accuracy. 

(3) Accuracy: For every question, participants can give the best 
answer, a suboptimal answer, or a wrong answer. The best 
answer corresponds to a score of 1, a suboptimal answer to 
a score of 0.5, and a wrong answer to a score of 0. For every 
participant, we calculate average accuracy across questions. 

We ensured the AI accuracy was close to 0.70, in order to keep 
results comparable to previous work [46]. On every question, the AI 
had a 60% chance of recommending the best answer, a 20% chance 
of recommending a suboptimal answer, and a 20% of recommending 
a wrong answer. As participants answered diferent numbers of 
questions in their 20-minute study (depending on how quickly they 
answered questions on average), the overall AI accuracy varied 
slightly between participants. We therefore report accuracy relative 
to AI. 

(4) Accuracy relative to AI : We calculate a participant’s aver-
age accuracy, and subtract the average accuracy of the AI 
assistance they were shown. This leaves the participant’s 
accuracy relative to the AI accuracy. 

To determine if probe questions are important for determining a 
user’s overreliance quality (hypothesis H1 and research question 5), 
we used a logistic regression model with true overreliance quality 
as the dependent variable, and available variables (average response 
time, reliance on AI input, personality traits (NFC and BFI traits)) 
and ‘overreliance on probe questions’ as independent variables. We 
ran a �2 test to see the importance of including overreliance on 
probe questions as an input variable. 

To see if certain types of probe questions (hypotheses H2 and 
H3, and research question 4) are better than others, we frst train 
separate logistic regression models on the diferent probe question 
types (matching how we will use probe questions in experiment 
2 later, as we will just pick one type of probe question and its 
corresponding model). We then use a logistic regression model 
with response variable as ‘did we successfully predict the user’s 
overreliance quality’, and dependent variable as ‘probe question 
type’. We then report the signifcance of the efect (if the coefcient 
is not zero). 

To compare performance of diferent policies in the second half 
of the study (research question 1), we split the analysis by overre-
liance group; we then used analysis of variance, and compared the 

personalised policy’s performance to the two baselines (maladap-
tive and AI-before policies), using the Holm-Bonferroni correction 
method for multiple hypothesis testing [22]. 

To compare post-study questionnaire responses between the two 
groups, we used Welch’s t-test (correcting for the fve IMI attributes 
using the Holm-Bonferroni method). To see if Need for Cognition 
or BFI traits (based on questions asked at the beginning of the 
study) predict overreliance quality, we test if Pearson’s correlation 
coefcient is not zero. 

3.5 Results 
3.5.1 Probe questions significantly help to distinguish between over-
reliers and not-overreliers (hypothesis H1). Using overreliance on 
probe questions signifcantly improves our ability to predict whether 
a participant is an overrelier or not. We see a signifcant efect of 
including overreliance on probe questions on top of other variables: 
average response time, reliance on AI and personality traits (NFC 
and Openness: note that Openness was the only signifcant BFI 
trait, as seen in the results of research question 3). We see this after 
any number of probe questions, and crucially see this early on in 
the study, confrming that probe questions are important to quickly 
determine a user’s overreliance quality: overreliance on probe ques-
tions is signifcant in predicting a participant’s overreliance quality 
after one probe question (�2 (1, � = 147) = 39.31, � ≪ .0001), two 
probe questions (�2 (1, � = 147) = 9.86, � = .002), three probe 
questions (�2 (1, � = 147) = 5.37, � = .02), and at the half-way 
point in the study (10 minutes in) regardless of how many probe 
questions were answered (�2 (1, � = 147) = 5.55, � = .02). 

3.5.2 Easy probe questions are beter than hard questions at distin-
guishing between overreliers and not-overreliers (hypothesis H2). We 
fnd a signifcant efect of probe question difculty, with easy ques-
tions better than hard questions (� = .015 after two probe questions, 
with similar results for if after one or three probe questions). 

3.5.3 AI assistance type (AI-before or AI-afer) does not significantly 
help distinguishing between overreliers and not-overreliers (hypoth-
esis H3). We hypothesised that AI-before would be better than 
AI-after, but do not fnd a signifcant efect (� = .45 after two 
probe questions, with similar results for if after one or three probe 
questions). In fact, we fnd that AI-after is marginally better than 
AI-before. 

3.5.4 Research question 1: personalised policy marginally helps over-
reliers. We see if the personalised policy leads to improved accuracy 
(relative to AI accuracy) compared to the two baselines (maladaptive 
and AI-before policies) after we show diferent policies (in the sec-
ond half of the study). We note that this analysis is underpowered 
in this experiment, and is instead the focus of experiment 2 in Sec-
tion 4. Here, we see promising trends in the results (summarised in 
Table 2). Across all participants, all policies have similar ‘accuracy 
relative to AI’ (� (2, 138) = 0.29, ��). For overreliers specifcally, we 
observe a marginally signifcant main efect of policy on accuracy 
relative to AI (� (2, 67) = 2.68, � = .08): the personalised policy has 
similar accuracy relative to AI compared to the maladaptive policy 
(� = 0.59) and marginally higher accuracy relative to AI compared 
to the AI-before policy (� = .07). For not-overreliers, all policies 
have similar accuracy relative to AI (� (2, 68) = 1.37, � = .26). 
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Metric Policy All participants Overreliers Not-overreliers 
Accuracy 
relative to AI 

Personalised 
Maladaptive 
AI-before 

0.03(0.02) 
0.01(0.02) 
0.02(0.02) 

0.04(0.02) 
0.02(0.02) 
-0.03(0.02) 

0.03(0.04) 
-0.00(0.04) 
0.08(0.03) 

� (2, 138) = 0.29, �� � (2, 67) = 2.68, � = .08 � (2, 68) = 1.37, �� 
Response 
time (s) 

Personalised 
Maladaptive 
AI-before 

34.5(2.0) 
39.0(2.4) 
36.1(2.2) 

27.3(2.4) 
35.8(2.9) 
25.8(1.9) 

41.9(2.3) 
42.1(3.8) 
46.1(2.8) 

� (2, 138) = 0.98, �� � (2, 67) = 4.50, � = .01 � (2, 68) = 0.64, �� 

Table 2: Mean (standard error in parentheses) of accuracy relative to AI and response time for our three policies. We look at 
performance over all participants, and also split into overreliers and not-overreliers. We see promising signals for the next 
experiment (experiment 2): the personalised policy has marginally higher accuracy relative to AI and quicker response time 
than the other policies. This is especially the case for overreliers. The statistics depict the main efect of policy; see text for 
details on statistical analysis. 

We also look at the efect on response time per question. Across 
all participants, all policies have similar response time (� (2, 138) = 
0.98, ��). For overreliers specifcally, there is an signifcant efect of 
policy on response time (� (2, 67) = 4.50, � = .01), and the person-
alised policy leads to marginally quicker response time compared 
to the maladaptive policy (� = .07) and similar response time com-
pared to the AI-before policy (� = .62). For not-overreliers, all 
policies have similar response time (� (2, 68) = 0.64, ��). 

3.5.5 Research question 2: overreliers put in less efort, feel less pres-
sure, and feel like they have less perceived choice. When looking 
at the IMI responses (questions asked at the end of the study), 
we fnd signifcant diferences between the overrelier and not-
overrelier groups. Overreliers answered that they put in less ef-
fort/importance (� (145) = 2.63, � = .028), feel less pressure/tension 
(� (145) = 3.93, � < .001), and feel like they have less perceived 
choice (� (145) = 3.96, � < .001). There are non-signifcant efects 
regarding lower interest/enjoyment (� (145) = 1.29, ��) and higher 
perceived competence (� (145) = 1.63, ��). 

3.5.6 Research question 3: overreliers have lower Need for Cogni-
tion trait, and lower Openness trait. We see if there are correlations 
between traits (based on questions asked before the main study 
on Need for Cognition and BFI personality traits) and overreliance 
quality, to see if we can use these traits to help predict if a partici-
pant’s overreliance quality. We fnd overreliers have lower Need 
for Cognition (� (145) = −0.41, � = .038) and lower Openness trait 
(� (145) = −0.47, � = .020), with the other BFI personality traits 
having no signifcant correlation with overreliance quality. 

3.5.7 Research question 4: easy probe questions with AI-afer assis-
tance is marginally best. We see that the best type of probe question 
is Easy+After, fnding it is marginally better than the other three 
types for distinguishing between overreliers and not-overreliers. 
After two probe questions, Easy+After is non-signifcantly better 
than Easy+Before and Hard+After, and signifcantly better than 
Hard+Before (� = .03), with similar results for after one probe 
question. After three probe questions, Easy+Before becomes non-
signifcantly better than Easy+After, but we do not use this as it 
takes a long time to answer three probe questions (8 minutes on 

average), and we want to adapt our AI assistance quicker than this 
(two probe questions are answered after 6 minutes on average). 

3.5.8 Research question 5: using probe questions with other factors 
(such as response time, reliance, and personality traits) does not lead 
to significant improvement. Finally, we see if adding information 
other than overreliance on probe questions can help distinguish be-
tween overreliers and not-overreliers. We consider adding response 
time, reliance on AI, and personality traits (specifcally, NFC and 
Openness, as these were found to be signifcantly correlated with a 
participant’s overreliance quality), and fnd that none of these help: 
overreliance on probe questions captures all the signal available 
from these. We train a logistic regression model to predict overre-
liance quality using overreliance from two probe questions, and 
add in our other variables. We fnd that our accuracy at predicting 
overreliance quality is always 92%, with or without any (or all) of 
the additional variables, indicating that overreliance on our probe 
questions is the only variable required. 

4 Experiment 2: Personalising quickly improves 
performance 

In the previous experiment, we saw that using probe questions 
can quickly distinguish between overreliers and not-overreliers. 
In this experiment, we use this approach to improve performance 
earlier than half-way through the study. We use the most predictive 
type of probe question from the previous study: easy questions and 
AI-after. We show two probe questions before classifying people as 
an overrelier or not-overrelier (their overreliance quality), which 
in experiment 1 we were able to do with an accuracy of 92%, and 
then show diferent policies to participants. On average across 
participants, this is after 6 minutes (instead of always after 10 
minutes as in the previous study). 

We make the following hypotheses informed by the frst experi-
ment’s results of using personalised policies, 

H4: Personalising to overreliers and not-overreliers improves 
human-AI team accuracy. 

H4.1: Personalised policy is better than all other policies (AI-
before only, random, maladaptive) for overreliers. 
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H4.2: Personalised policy is at least as good as all other policies 
(AI-before only, random, maladaptive) for not-overreliers. 

Similar to the previous study, we also pose some research ques-
tions. Firstly, we explore if the personalised policy has improved 
average response time (as opposed to just improving accuracy). 
Secondly, we again look at the Intrinsic Motivation Inventory ques-
tions, and see if, like in the frst study, overreliers report they put in 
less efort, feel less pressure, and feel like they have less perceived 
choice. Thirdly, we see if overreliers have lower Need For Cognition 
trait and lower Openness, and also add another trait that we think 
might correlate with overreliance quality: Actively Open-minded 
Thinking (AOT), which measures willingness to consider diferent 
opinions [4, 33], asking 7 questions [21]. 

RQ6: Does personalising in second half lead to reduced response 
time compared to not personalising? 

RQ7: Do overreliers report they put in less efort, feel less pressure, 
and feel like they have less perceived choice? What about 
the other IMI questions? 

RQ8: Do overreliers have lower NFC and lower Openness traits? 
What about the other Big-5 personality traits, and Actively 
Open-minded Thinking? 

4.1 Task description and conditions 
We used the same task setup as in experiment 1 and as described in 
Section 3.1. We showed participants a random AI assistance policy 
until the second probe question (both probe questions were easy 
questions with AI-after assistance), and then assigned participants 
to one of four conditions: 

(1) Personalised policy: we infer if the participant is an overrelier 
or not (using performance on the frst two probe questions), 
and show the participant the policy personalised to their 
overreliance quality. The policy is described in Section 3.2. 

(2) Maladaptive policy: after inferring if the participant is an 
overrelier or not, we use the policy personalised to the other 
group, hence making this maladapted. 

(3) AI-before policy: we show participants only AI-before assis-
tance on all questions, as is common in decision-support 
systems currently. 

(4) Random policy: for each question, we randomly choose AI-
before, AI-after or no-AI assistance. 

4.2 Procedure 
The procedure is similar to that of experiment 1. We added questions 
about a participant’s Actively Open-minded Thinking along with 
the questions about Need For Cognition (in the second page of 
questions, before the main study). 

We collected data from 652 participants on Prolifc, fltering for 
English speakers from the US. We chose this number by consid-
ering a small efect size (� = 0.12 at 80% power), which indicated 
we would need 548 participants in total. 112 people failed the prac-
tice questions. We removed 14 people for answering questions too 
quickly or slowly, using the same criteria as in the frst experiment. 
Each participant was paid USD$7 (median time was 37 minutes, 
for an estimated $11.35/hr). Failing practice questions caused the 
study to immediately end, and these participants were paid $2. We 

paid the top-performing participants a bonus $3 to motivate better 
performance. 

Our results are based on the remaining 526 participants. Par-
ticipants had a mean age of 35 years (standard deviation of 12 
years). 212 participants self-identifed as male, 293 as female, 18 
as non-binary, and 3 preferred not to say their gender. 166 par-
ticipants reported high school as their highest level of education, 
232 reported a Bachelor’s degree, 94 Master’s (or beyond), and 34 
answered ‘other’. 

4.3 Design and analysis 
We use the same metrics as in experiment 1 (overreliance rate, 
response time, accuracy and accuracy relative to AI). 

We used similar statistical analyses as in experiment 1. To com-
pare performance of policy after we adapt the policy to the partic-
ipant, we treated each overrelier group diferently, using a linear 
model; we then used analysis of variance, and compared the per-
sonalised policy’s performance to the three baselines (maladaptive, 
AI-before and random policies), using the Holm-Bonferroni correc-
tion method for multiple hypothesis testing. To compare post-study 
questionnaire responses between the two groups, we did Welch’s 
t-test (and corrected using the Holm-Bonferroni method). To see if 
Need for Cognition, AOT or BFI traits predict overreliance quality, 
we used a logistic regression model and ran a �2 test. 

4.4 Results 
4.4.1 Hypothesis 4: overall, personalised policy does not significantly 
improve upon the baseline policies. Results are in Table 3. Across all 
participants, the personalised policy has similar accuracy relative 
to AI (� (3, 494) = 2.02, � = .11) as baseline policies. We next split 
participants into overreliers and not-overreliers to see potential 
benefts of the personalised policy for these two groups separately. 

4.4.2 Hypothesis 4.1: for overreliers, the personalised policy im-
proves accuracy relative to AI compared to baseline policies. Results 
are in Table 3. For the overrelier group, the personalised policy 
has better accuracy relative to AI (� (3, 222) = 12.35, � =< .001) 
compared to baseline policies, with increased performance over 
the maladaptive policy (� = .006), the AI-before policy (� = .006) 
and the random policy (� = .001). This shows that our personalised 
policy benefts the overrelier group. 

4.4.3 Hypothesis 4.2: for not-overreliers, the personalised policy has 
similar performance to the baseline policies. Results are in Table 3. 
For the not-overrelier group, all policies have similar accuracy 
relative to AI (� (3, 268) = 0.99, ��), indicating that no specifc policy 
leads to a signifcant improvement in performance for this group 
of people. 

4.4.4 Research question 6: Personalised policy does not speed up 
decision-making, and has the same response time as other policies. 
Across all participants, the personalised policy has similar response 
time to baseline policies (� (3, 494) = 4.26, � = .006), with all pair-
wise comparisons between the personalised policy and baseline 
policies being non-signifcant. For overreliers, the personalised pol-
icy does have diferent response time (� (3, 222) = 3.85, � = .01), 
and is slightly quicker than the maladaptive policy (� = .19), very 
slightly slower than the AI-before policy (� = ��), and signifcantly 
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Metric Policy All participants Overreliers Not-overreliers 
Accuracy 
relative to AI 

Personalised (P) 
Maladaptive (M) 
AI-before (B) 
Random (R) 

0.04(0.01) 
0.03(0.01) 
0.04(0.01) 
0.00(0.02) 

0.03(0.01) 
-0.03(0.01) 
-0.03(0.01) 
-0.10(0.02) 

0.05(0.02) 
0.08(0.02) 
0.09(0.02) 
0.09(0.02) 

� (3, 494) = 2.02, � = .11 

— 
� (3, 222) = 12.35, � =< .001 

P > {M, B, R} 
� (3, 268) = 0.99, �� 

— 
Response 
time (s) 

Personalised (P) 
Maladaptive (M) 
AI-before (B) 
Random (R) 

42.2(1.6) 
38.7(1.4) 
38.1(1.4) 
44.1(1.2) 

32.5(1.8) 
37.5(2.3) 
31.0(2.1) 
39.1(1.7) 

50.6(2.2) 
39.8(1.6) 
43.5(1.4) 
48.6(1.6) 

� (3, 494) = 4.26, � = .006 

n.s. 
� (3, 222) = 3.85, � = .01 

P < {R} 
� (3, 268) = 8.16, � < .001 

P > {M, B} 
Table 3: Mean (standard error in parentheses) of accuracy relative to AI and response time for our four policies. We look 
at performance over all participants, and also split into overreliers and not-overreliers. We see that, for overreliers, the 
personalised policy signifcantly improves accuracy relative to AI (hypothesis H4.1), but over all participants this is not 
signifcant (hypothesis H4). As a research question (RQ6), we also look at response time, fnding that the personalised policy 
does not reduce response time (and in fact reduces response time for not-overreliers). See text for details on statistical analysis. 

quicker than the random policy (� = .02). For not-overreliers, the 
personalised policy is slower than baseline policies (� (3, 268) = 
8.16, � < .001), and is signifcantly slower than the maladaptive 
policy (� = .0002) and the AI-before policy (� = .02), and is similar 
to the random policy (� = ��). This result for not-overreliers is 
surprising as we expected all policies’ performance to be similar, as 
in the results from experiment 1. We discuss possible reasons for 
this in Section 5. 

4.4.5 Research question 7: like in experiment 1, overreliers put in 
less efort and feel like they have less perceived choice. We fnd simi-
lar results from the IMI responses as in experiment 1. Overreliers 
answered that they put in less efort/importance (� (524) = 2.94, � = 
.014), feel like they have less perceived choice (� (524) = 6.55, � < 
.001), marginally feel less pressure/tension (� (524) = 2.00, � = .14), 
with non-signifcant efects regarding lower interest/enjoyment 
(� (524) = 1.21, ��) and higher perceived competence (� (524) = 
1.10, ��). Compared to experiment 1, the only change is that there 
is a marginal efect of overreliers feeling less pressure/tension (this 
was a signifcant efect in experiment 1). However, we note that in 
experiment 1, we used a diferent defnition of overreliance quality: 
here, we are only using two probe questions to determine overre-
liance quality (which was 92% accurate in experiment 1), and this 
slight diference may explain small changes in efects. 

4.4.6 Research question 8: unlike experiment 1, overreliers do not 
have significantly lower NFC or Openness; they have higher Agree-
ableness, Neuroticism and lower Actively Open-minded Thinking. We 
see if there are correlations between traits (based on questions 
asked before the main study) and overreliance quality, to see if 
we can use these traits to help predict a participant’s overreliance 
quality. We fnd overreliers have marginally lower Need for Cogni-
tion (� (524) = −0.12, � = .13), higher Agreeableness trait (� (524) = 
0.21, � = .022), and lower Neuroticism (� (524) = −0.25, � < .001), 
with the other BFI personality traits having no signifcant corre-
lation with overreliance quality. This is slightly diferent to the 

results from experiment 1, highlighting that it is difcult to use 
these traits to predict a person’s overreliance quality. In this ex-
periment, we also estimated a participant’s Actively Open-minded 
Thinking (AOT) trait. We fnd that overreliers have signifcantly 
lower AOT (� (524) = −0.51, � < .001), indicating that we should 
include AOT in future experiments. 

5 Exploratory Analysis: diferent AI assistance 
policies lead to using AI in diferent ways 

In this section, we look in more detail at the per-question response 
time of participants. We explore why, for not-overreliers, the per-
sonalised policy in experiment 2 made participants slower than 
the maladaptive policy, while in experiment 1, they had similar 
response times. We fnd that, by adapting the policy to overreliance 
quality earlier in the study in experiment 2, we afect how par-
ticipants use the AI input. This in turn changes what policies are 
best for participants. We see this efect on not-overreliers because 
they engage with the task more, therefore changing how they use 
AI assistance depending on the policy shown. Overreliers engage 
less with the task, and the best AI assistance policy for them is not 
afected as much by which AI assistance policies they see early 
during the study. 

Using overreliance rates to determine participants’ strategy. In this 
section, we use overreliance rate on AI to make statements about 
the strategies participants learn for using the AI assistance. We look 
at overreliance rate on the AI suggestion when the AI is suboptimal, 
and separately the overreliance rate when the AI is wrong (in 
Section 3.4 we defned overreliance rate as the combination of these 
two). We always look at these overreliance rates over the second 
half of the study only, so that we can compare overreliance rates 
between the two experiments. By looking at the overreliance rates 
on suboptimal and wrong AI suggestions separately, we can draw 
conclusions of how participants use the AI assistance. If participants 
have high overreliance when the AI is suboptimal, but low when 
the AI is wrong, this suggests that they are simply verifying the 
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(a) Overreliance on suboptimal AI. (b) Overreliance on wrong AI. 

Figure 2: Histogram plots (normalised density) of overreliance rate on suboptimal AI and wrong AI for the personalised policy 
and random policy in experiment 2 for the not-overrelier group (all policies in experiment 1 have similar plots to the random 
policy in experiment 2 in this fgure). We see that the overreliance rate on suboptimal AI is similar, however, there is more of a 
spread of overreliance on wrong AI for the personalised policy. This indicates that participants with the random policy learn to 
verify the AI input, while participants with the personalised policy learn a mix of strategies. 

AI suggestion: after confrming that the AI’s suggestion is right 
(like a suboptimal answer), they do not check if a better answer 
exists among the choices. Alternatively, if participants have low 
overreliance when the AI is suboptimal and low overreliance when 
the AI is wrong, this suggests they are ignoring the AI assistance 
entirely. 

Experiment 1 strategies. In experiment 1, participants see a ran-
dom policy in the frst half of the study. When we look at par-
ticipants’ overreliance rates in the second half, we see that not-
overreliers learned to verify the AI input. All policies have over-
reliance rates on AI suboptimal in the range 0.57-0.60 (the overall 
AI-suboptimal overreliance rate is 0.58 ± 0.05), while all policies 
have overreliance rates on AI wrong of 0.22 (the overall AI-wrong 
overreliance rate is 0.22 ± 0.05). This indicates that participants ver-
ify the AI input, regardless of policy seen in the second half of the 
study. This verifcation strategy leads to good performance using 
the personalised policy, and marginally worse performance using 
the maladaptive policy, as reported in Section 3: the personalised 
policy shows AI input even when the AI is uncertain or wrong, and 
verifying an incorrect answer is quick (and can even save time as it 
can require partially completing the logic puzzle already). 

Experiment 2 strategies. On the other hand, in experiment 2, par-
ticipants see a random policy only until the second probe question, 
after which the policy immediately changes (as opposed to chang-
ing only in the second half of the study). This does not appear to 
be long enough for not-overrelier participants to learn to verify the 
AI input. Instead, they learn diferent strategies depending on the 
policy they are changed to. When shown a random policy, their 
strategy is similar to experiment 1 (as we would expect). However, 
when shown the personalised policy or the AI-before policy, partic-
ipants on average rely on the AI input more. In fact, there is much 
more of a spread of strategies: some participants learn to verify the 
AI input, but others either completely ignore the AI, or overrely on 
it. 

We can see this by looking at overreliance rates: for a random 
policy, participants have similar overreliance rates as in experiment 

1 (AI-suboptimal overreliance rate 0.55 ± 0.05, and AI-wrong over-
reliance rate 0.18± 0.04). For the personalised policy, there is higher 
AI-wrong overreliance rate (0.41 ± 0.05 for the personalised policy), 
and this reduces decision-making accuracy. We can see the spread 
of strategies by looking at the histogram of overreliance rates for 
the personalised policy compared with the random policy in ex-
periment 2 (Figure 2). Overreliance on suboptimal AI suggestions 
is similar, but overreliance on wrong AI is much more spread out 
for the personalised policy: this indicates that, with the random 
policy, participants learn to verify the AI input (high overreliance 
on suboptimal AI, low on wrong AI); but with the personalised pol-
icy, participants also overrely on the AI (high overreliance on both 
suboptimal AI and wrong AI) and ignore the AI (low overreliance 
on both suboptimal AI and wrong AI). On average across partici-
pants, this mix of strategies also leads to the increased per-question 
response time: the participants that ignore the AI input are much 
slower than all other participants. 

Additionally, not-overreliers learn to use the maladaptive policy 
very well: they overrely on the AI input (overreliance rate 0.61 ± 
0.04), but this does not afect accuracy signifcantly, as this policy 
does not show an AI input when the AI is uncertain (when the AI 
recommendation is wrong). We can see this, for example, through 
the higher reliance on AI when the AI input is suboptimal (0.61±0.04 
for the maladaptive policy, and 0.51 ± 0.05 for the personalised 
policy). This increased reliance allows participants to signifcantly 
speed up the decision-making, leading to improved performance 
with this maladaptive policy compared to other policies. 

Participants prefer the policy that they performed better with. We 
also see this diferent use of policy in participants’ post-study ques-
tionnaire, specifcally how helpful they found the AI assistance. In 
experiment 1, not-overreliers marginally found the personalised 
policy (helpfulness 0.24 ± 0.18) to be more helpful than the mal-
adaptive policy (helpfulness −0.15 ± 0.22) and the AI-before policy 
(helpfulness 0.05 ± 0.26). This is because they were able to use the 
personalised policy to verify the AI input, speeding up decision-
making. In experiment 2, not-overreliers found the maladaptive 

https://0.61�0.04
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policy (helpfulness 0.73 ± 0.14) signifcantly more helpful than all 
other policies: the personalised policy (helpfulness −0.03 ± 0.12), 
AI-before policy (helpfulness 0.24 ± 0.11), and random policy (help-
fulness 0.07 ± 0.13). This is because they did not learn to verify 
the AI input, and so did not fnd the personalised policy helpful; 
instead, they learnt how to use the maladaptive policy. 

Overall, the analysis in this section suggests that people who 
engage with the task (the not-overrelier group) actively model and 
use the AI input in diferent ways. The type of assistance they are 
shown early on afects how they use AI assistance throughout the 
rest of the study, and they do not update how they use AI assistance 
later in the study. It is therefore important to actively model how 
participants use or view the AI input: for example, are they learning 
to verify the AI input, or are they ignoring it? Alternatively, we 
could explicitly include the types of AI assistance previously shown 
in our own model of the human-AI team. This time-dependency 
also suggests that we could use a full reinforcement learning model, 
instead of stationary bandit policies. 

6 Discussion 
In this paper, we look at how to personalise to people’s hidden 
overreliance quality. Previous work has looked at the benefts of 
personalising AI assistance to other qualities of people, using difer-
ent policies for diferent people [5, 8, 30]. We focus on overreliance 
quality, which past work has found is a relevant stable quantity dur-
ing a study [46]. We want to personalise to this quality as quickly 
as possible in order to improve human-AI team performance, and 
we introduce probe questions as a way to do so. 

6.1 Personalising to overreliance rate improves 
performance 

We fnd that personalising to our hidden quality (overreliance) can 
improve accuracy for the group of people that overrely on the AI 
assistance, while all AI assistance policies perform similarly well 
for the not-overrelier group. Past work has found that adapting 
AI assistance to people can lead to improved human-AI team ac-
curacy [5, 8, 30, 32]. Our work adds to this literature: adapting AI 
assistance to diferent people (and to diferent properties of the 
task) improves performance of the human-AI team, helping achieve 
complementary performance. 

We fnd that overreliers put in less efort / assign less importance 
to the task, feel less pressure, and feel like they have less perceived 
choice than not-overreliers in both our experiments. This shows 
that the two groups of people are diferent in how they approach 
the task, and it may therefore be unsurprising that we should show 
diferent AI assistances to them. Previous work has seen that difer-
ent groups of people put in less efort and/or engage less, and this 
adds to that work [7]. The degree of engagement and efort people 
exert on the task may depend on (i) situational factors, such as 
stress or time pressure [46], (ii) semi-stable traits, such as expertise 
level [14], or (iii) individual diferences, such as people’s intrinsic 
motivation to think [7]. In this work, we use overreliance quality 
as a proxy for capturing this, and personalise policies accordingly. 

Overreliance rate is one hidden quality, and other hidden quali-
ties may be relevant in other settings. For example, we may want to 
estimate a user’s skill on a task [8], or their preference for diferent 

forms of assistance [5]. We also note that such hidden qualities 
can be diferent for the same person depending on the task set-
ting, making estimating the quality from real-time interactions 
important. 

6.2 Probe questions help to quickly personalise 
We focus on adapting to a hidden quality, meaning we have to infer 
the value of this quality so that we can personalise to it. This is es-
pecially difcult to do quickly. We fnd that using already-available 
metrics, such as response time per question and reliance rate on the 
AI, are not very good for predicting a person’s hidden overreliance 
quality. We also fnd that personality traits (such as NFC and BFI 
traits) can correlate with a person’s hidden overreliance quality, 
but do not capture enough signal. Instead, we introduce probe ques-
tions, where we know the correct answer, and purposefully show 
an incorrect AI suggestion to see if people overrely on it. Using 
probe questions signifcantly helps in inferring a person’s hidden 
overreliance quality in our frst experiment, and even two probe 
questions are enough to predict a person’s overreliance quality 
with greater than 90% accuracy. In general, for diferent hidden 
qualities, it may be be necessary to use additional signals or data to 
personalise quickly, similar to how we introduced probe questions 
to quickly infer a person’s overreliance quality. 

We note that probe questions have been used in diferent ways in 
human-AI teams before in order to ensure sustained vigilance [26, 
50], such as in catch trials or in realistic settings, such as in airport 
baggage screening [49]. This work shows probe questions can also 
be used as a mechanism to estimate a person’s overreliance quality, 
and AI assistance can be adapted to overreliance quality in order 
to improve performance. We believe that when appropriately in-
troduced in realistic settings, this mechanism can be extended to 
measure other human hidden qualities that may depend on wide 
array of factors, such as skill level. 

6.3 People learn diferent strategies for using AI 
assistance 

Our exploratory analysis in Section 5 suggests that people learn 
to use AI assistance in diferent ways, and that the strategy they 
learn depends on the AI assistance they saw early in the study. 
We found that, in experiment 2, the not-overrelier group (who 
engage more with the task) use AI assistance diferently to the 
not-overrelier group from experiment 1. In the two experiments 
people were shown diferent AI assistance policies earlier in their 
study: in experiment 1, participants were shown a random policy 
for the entire frst half of the study (10 minutes into the study), 
while in experiment 2, participants were shown a personalised or 
baseline policy after answering two probe questions (on average, 6 
minutes into the study). This then appears to have impacted their 
performance with the personalised policy: not-overreliers were 
slower using the personalised policy than the maladaptive policy 
in experiment 2, while this was not the case for not-overreliers in 
experiment 1. 

We fnd that in experiment 1, not-overrelier participants learn to 
verify the AI input, using the AI input to speed up decision-making. 
They learn this strategy after seeing a random policy in the frst 
half of the study. This same strategy is learned for participants 
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in experiment 2 that saw a random policy throughout the study. 
However, participants in experiment 2 that saw a diferent policy 
early in the study (such as the personalised policy) seem to learn 
diferent strategies for using AI assistance. This diference in learned 
strategies leads to slower average response time. Our fndings on 
changing AI assistance extend prior research in AI-assisted decision-
making, which demonstrated that a change to error boundaries [2] 
or explanations [48] impacted people’s behaviour (their objective 
performance on the task), as well as people’s subjective experiences 
with the AI assistant. 

Our analysis suggests that it is important to take a person’s 
strategy for using AI assistance into account when adapting to 
diferent people. We can view overreliance quality as determining 
whether a participant overrelies on the AI input or not, but this 
quality does not explicitly determine if a participant ignores or 
verifes the AI to improve their answer. Consistent with prior work 
that has also highlighted that people may use diferent strategies 
when incorporating AI suggestions into their decision-making [44], 
our exploratory analysis further suggests that we could explicitly 
model how each person uses AI input (the diferent strategies they 
use), and potentially use this as the hidden quality we personalise to, 
with personalised policies depending on a person’s strategy. More 
generally, future work can explicitly estimate how a participant 
models or views the AI assistant. 

Our results also suggest that AI assistance policy impacts how 
a person uses AI input, with diferent policies leading to people 
learning diferent ways of using AI input (especially if the policy is 
diferent earlier on in the study, when people are still learning how 
to use the AI assistance). We therefore need to take into account 
what types of AI assistance people have seen before. This highlights 
the importance of a data-oriented approach (where we learn hidden 
qualities in real-time), as opposed to relying on pre-study surveys 
to estimate these qualities. We could model this in real-time using, 
for example, a full reinforcement learning setup, as opposed to the 
bandit setup we used in this work. However, this can increase the 
complexity of the model and be difcult to learn in noisy human 
settings. 

6.4 Limitations 
We use a setting where participants answer a series of logic puzzles, 
based on related work [46]. This setting may not be realistic as 
there is no previous knowledge that can help with this task. We 
also explicitly design our own AI assistance, instead of using a 
machine learning model. This allows us to ensure our AI assistance 
has similar accuracy to human-only accuracy. But we assume we 
have good estimates of uncertainty from the AI assistant, which 
may not be realistic with a trained machine learning model. 

In our studies, participants did not know when a question was a 
probe question or not. This can be realistic in some settings (such 
as in some catch trial settings [50]), but may not be the case in other 
settings (for example, doctors will know if there is a fake patient or 
not). 

Our task design allowed people to verify if the AI assistance was 
correct or not, and then use this to potentially speed up fnding 
the best possible answer. This may not be possible in other tasks 
with other kinds of AI assistance (e.g., not all AI suggestions may 

be verifable), meaning that we would need to consider diferent 
participant strategies for using the AI assistant. 

7 Conclusion 
Adapting AI assistance to people and to the task can help improve 
accuracy and performance. To achieve this, we need to adapt to 
hidden qualities of people, and this requires quickly estimating 
these qualities before adapting our AI assistance. In this paper, we 
show how we can quickly adapt to people’s hidden overreliance 
quality. 

We found that introducing probe questions, where we purpose-
fully show an incorrect AI suggestion and see if the participant 
overrelies on it, helps us to quickly infer the participant’s hidden 
overreliance quality. We then designed a personalised AI assistant 
policy for diferent people, and found that this policy especially 
helps the overrelier group of people (people who engage less with 
the task). 

In our exploratory analysis, we also found that people learn 
diferent strategies for using AI assistance, and that the strategy 
they learn depends on what AI assistance they saw early in the 
study. This indicates that we can treat a participant’s strategy as a 
hidden quality that we personalise to (and that changes over time); 
we could alternatively use a full reinforcement learning setup where 
we take into account what AI assistance was shown to participants 
earlier in the study. 
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A Using of-policy evaluation to learn 
personalised policy 

In this section, we briefy describe our of-policy evaluation (OPE) 
technique [45] to learn the best personalised policy (the policy is 
summarised in Table 1). 

We use available data from a previous work [46] to fnd which 
AI assistance type is best for each of the eight states, using data 
from their Experiment 2’s ‘Mixed’ setting, as that resembles our 
experimental setup. For each of the eight states, we choose the 
AI assistance type that gives signifcantly higher accuracy. If two 
assistance types have similar accuracy, we choose the assistance 
type that is quicker (shorter response time). If there is no clear better 
assistance type for a specifc state, we use OPE to fnd the better 
assistance type, choosing the one that leads to higher accuracy. 

We set up our OPE method as follows. For each participant, we 
group their responses to each question by which state that question 
corresponds to (state is decided by whether the participant is an 
overrelier or not, the AI’s uncertainty, and the question difculty) 
and by the AI assistance type shown (AI-before, AI-after or no-AI). 
This grouping allows us to store each participant’s accuracies for 
every state and AI assistance type. Then, in order to estimate how 
good a test policy is, we frst go over each participant, sampling 
questions randomly. We use the test policy to decide the AI as-
sistance shown for each question, and sample an accuracy based 
on the participant’s stored accuracies (we earlier stored a list of 
accuracies for the participant for every state and AI assistance type). 
This then provides an accuracy per question for this participant, 
which we average to calculate the participant’s average accuracy. 
We then average across participants. We repeat this method 5 times 
to reduce randomness due to sampling accuracies. We choose the 
test policy that leads to highest accuracy overall. 

B Intrinsic Motivation Inventory Questions in 
our study 

This section lists the questions we ask participants (at the end 
of the study) about Interest/Enjoyment, Perceived Competence, 
Efort/Importance, Pressure/Tension, and Perceived Choice. All 
questions were asked using a 7-point Likert scale. Questions with 
reverse scoring are indicated with “(R)”. 

(1) Interest/Enjoyment 
"I enjoyed fnding medicines very much." 
"This activity did not hold my attention at all." (R) 
"While I was doing this activity, I was thinking about how 
much I enjoyed it." 
"This activity was fun to do." 

(2) Perceived Competence 
"I am satisfed with my performance at this task." 
"After working at fnding medicines for a while, I felt pretty 
competent." 
"I think I am pretty good at this activity of treating aliens." 
"I think I did pretty well at this activity, compared to other 
participants." 

(3) Efort/Importance 
"I put a lot of efort into fnding medicines." 
"I didn’t put much energy into fnding a good medicine." (R) 
"I tried very hard to treat aliens well." 

(4) Pressure/Tension 
"I felt very tense while treating aliens." 
"I was very relaxed while fnding medicines." (R) 
"I did not feel nervous at all while doing this." (R) 

(5) Perceived Choice 
"I felt like I was strongly infuenced by the AI on how to 
treat aliens." (R) 
"I found medicines in the way I wanted to." 
"I was free to choose the medicines I thought were best for 
each patient." 
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Figure 3: An example of a hard difculty alien (compare with the easy example in Figure 1). Here, there are many medicines 
that treat more symptoms than the best correct medicine, meaning participants must manually check these other medicines 
before confrming that they are incorrect options. This takes participants more time, and leads to lower human-only accuracy 
on average. In this example, the recommended medicine (‘tranquilizers’) is the best medicine, followed by a suboptimal (but 
still correct) answer of ‘laxatives’. 
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