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ABSTRACT
State-of-the-art AIs, including Large Language Models (LLMs) like
GPT-4, now possess capabilities once unique to humans, such as
coding, idea generation, and planning. Advanced AIs are now in-
tegrated into a plethora of platforms and tools, including GitHub
Copilot, Bing Chat, Bard, ChatGPT, and Advanced Data Analytics.
In contrast to conventional, specialized AIs that typically offer sin-
gular solutions, these LLMs redefine human-AI dynamics, with a
growing trend toward humans viewing them as collaborative coun-
terparts. This shift leads to enhanced dialogues, negotiations, and
task delegation between humans and AI. With these rapid advance-
ments, the nature of human roles in the AI collaboration spectrum
is evolving. While our previous workshops CHI TRAIT 2022 and
2023 delved into the trust and reliance concerning traditional AIs,
the pressing question now is: how should we measure trust and
reliance with these emerging AI technologies? As these systems
witness widespread adoption, there’s also a need to assess their
impact on human skill development. Does AI assistance amplify
human skill progression, or does it inadvertently inhibit it? Consid-
ering the multifaceted challenges and solutions that revolve around
human-AI interactions, we invite experts from diverse fields, in-
cluding HCI, AI, ML, psychology, and social science. Our aim is to
bridge communication gaps and facilitate rich collaborations across
these domains.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in HCI;
Interactive systems and tools; • Computing methodologies →
Machine learning.
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1 INTRODUCTION AND BACKGROUND
One recent significant development in AI has been the develop-
ment of LLMs (e.g., GPT-4, Bard, Claude, etc). Numerous studies
have demonstrated that these models now possess the ability to
perform a wide range of tasks that were once considered exclu-
sive to people [2]. For instance, LLMs can generate annotations
more effectively than crowdworkers [8], write advanced programs
efficiently [24], and achieve impressive results in academic and
professional exams [20]. These observations suggest that LLMs
can have significant social and economic implications, potentially
reshaping the workforce by supplementing and even driving the
creation of new human job and roles [5]. However, there are also
widespread concerns about the safety and reliability of deploying
LLMs. These models often exhibit unpredictable performance [7]
and instability [12], making it challenging to anticipate the conse-
quences of their development and deployment.The tension between
LLM competence and safety concerns underscores the importance
of a future that emphasizes human-AI collaboration [1, 10, 11, 19]
— to establish a coexistence, where AIs handle tasks within their
capabilities while humans handle the rest.

While the topic of “human-AI collaboration” has been studied
for decades, it is now undergoing a transformation because of
the emergence of LLMs. In particular, as these models become
more versatile, humans shift from viewing AI systems as single-
purpose supportive roles that provide suggestions on dedicated
tasks, to more collaborative peers that can react more freely to
various types of inquiries and can take initiative beyond reacting to
human requests. As such, it is essential to understand how the role
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played by the AI versus the user change with these advances,
and how to best design for effective workflows. One example of
such role shift is already visible in the context of programming:
GitHub Copilot (a commercialized programming assistant) has been
reported to contribute up to 40% of code to programmers’ code
bases [26] and, as a result, programmers now delegate code writing
to AIs, and switch their focus to code verification [18]. Beyond
programming assistants, these AIs are also increasingly considered
as potential pair programmers [17], which further testifies to how
humans may view LLMs closer to complex collaborators than tools.
Abstracting and defining such shifts in human and AI roles will
directly impact how we contextualize the future work on human-AI
collaboration.

In particular, the topic of trust and reliance in human-AI collabo-
ration deserves significant attention. Unlike typical discriminative
models, LLMs, influenced by vast language patterns, can generate
seemingly plausible, yet non-factual statements (i.e., “hallucina-
tions”). For example, a lawyer was sanctioned for referencing a
ChatGPT-generated, hallucinated case [23]. Such incidents under-
score the importance of rethinking trust and reliance in human-
AI interaction in the context of LLMs. To ensure that human-AI
collaborations do more good than harm, it is vital that we under-
stand, measure, and shape human-AI trust and reliance; for ex-
ample, when is user trust and reliance on AI warranted or
appropriate, how does it evolve over the course of (long-term)
human-AI collaborations, which factors (individual, contextual,
etc) influence it, and how can we design interventions that guard
against harms caused by inappropriate trust or reliance and instead
promote more appropriate reliance within human-AI collabora-
tions? Indeed, recent years have seen renewed interest in human-AI
trust within the AI and HCI community [3, 13, 15, 16, 22, 25] moti-
vated by directions and approaches introduced in prior literature on
human-automation interaction and human factors [14]. However,
it is not yet well understood what generalizes from these works
and what new considerations modern human-AI collaborations
introduce [4, 9].

While trust and reliance continue to be essential for ensuring
the appropriate usage of AI systems, the rapid transformation of
people’s workflows by LLM-powered systems has raised profound
questions regarding the long-term impact on individuals receiving
AI assistance. As humans constantly collaborate with the same AI
on multiple tasks and through a longer time period (v.s. in tradi-
tional AIs either the task is fixed or the interaction is short), both
the human and the AI learn and adapt to each other. On the one
hand, it is not yet clear how the human collaborator evolves during
the interaction with the AI system and whether the AI assistance
helps or hinders their learning about the task (e.g., coding). Some
recent evidence suggests that the current design of AI assistance,
in which people are directly “handed the answer (i.e., the AI rec-
ommendation)” may hinder long-term human learning and skill
development on the task they receive assistance with [6]. On the
other hand, LLMs also adapt as they collect more human inputs,
and certain explicit or implicit human feedback (or even feedback
from the AI themselves) may have an impact on the capabilities of
AIs [21]. The co-adaptation means the entities involved in collabo-
rations, and thus the nature of collaboration, will be dynamic, and

capturing this changing factor enables us to look into longer
term effects of human-AI collaboration.

In sum, our goal is to revisit the topic of trust and reliance in
in the evolving context of human-AI collaboration in the age of
LLMs. Specifically, in this new context, we want to synthesize and
conceptualize:

(1) how the AI roles change, and how the user roles have
changed with these new AI

(2) whether and how trust and reliance definitions and
measures should be changed

(3) the impact of these new interactions on users, espe-
cially their individual skills and learning

Answering these questions is crucial to design these systems
for human learning and skill improvement in addition to accuracy
when completing AI-assisted tasks and fostering a more meaningful
human-AI collaboration. As the problems and solutions involving
AI and people are inter-disciplinary in nature, we will invite people
with expertise in HCI, AI, ML, psychology, social sciences, or other
relevant fields to foster closer communication and collaborations
between multiple communities.

2 ORGANIZERS
Zahra Ashktorab is a Research Scientist at IBM Research, New
York. Her research lies at the intersection of HCI and AI, primarily
focusing on human-AI collaboration, with a special emphasis on
enhancing the efficacy of these interactions.

Gagan Bansal is a a Senior Researcher at Microsoft Research,
Redmond. He received his Ph.D. degree from the Allen School of
Computer Science and Engineering at the University ofWashington,
Seattle. He conducts interdisciplinary research on Artificial Intelli-
gence and Human-Computer Interaction with focus on developing
human-centered AI systems for augmenting people.

Zana Buçinca is a Ph.D. Candidate at Harvard University. Her
research lies at the intersection of Human-Computer Interaction
and Artificial Intelligence. Informed by cognitive science theories,
Zana designs, builds, and evaluates AI for decision-making support.

KennethHolstein is anAssistant Professor inHuman-Computer
Interaction at Carnegie Mellon University. His research interests
lie at the intersection of HCI, AI, design, and cognitive science,
focusing on the design, development, and evaluation of human-AI
collaborative systems in complex social contexts.

Jessica Hullman is an Associate Professor of Computer Science
at Northwestern University. Her research looks at how to design,
evaluate, coordinate, and think about visual representations of
data and model predictions for inference, decision making, and
communication, including the effects of visualizing uncertainty on
belief updating and potential for behaviorally induced feedback
loops in visualizing model predictions in strategic settings.

Alison Smith-Renner is a Research Manager at Dataminr. Her
research interests lie at the intersection of NLP and HCI, focusing
on transparency and control for interactive NLP systems to en-
gender appropriate trust and improve human performance. Alison
received her Ph.D. from the University of Maryland, College Park.
She has organized various workshops and tutorials on explainable
AI, human-AI trust, and human-centered AI, including at IUI, CHI,
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NAACL, and TEI, and she has held senior committee roles at IUI,
CHI, and EMNLP.

SherryTongshuangWu is anAssistant Professor in theHuman-
Computer Interaction Institute at Carnegie Mellon University. Her
research lies at the intersection of Human-Computer Interaction
and Natural Language Processing, aiming to design, evaluate, build,
and interact with AI systems that are compatible with actual human
goals. Before joining CMU, Sherry received her Ph.D. degree from
the University of Washington.

Isabel Zhang is a Staff Research Scientist at Dataminr. Her re-
search interest lies in human interaction with various automation
technologies, including Artificial Intelligence. Her research has fo-
cused on understanding human workflow, situational awareness,
and overall system performance in collaborative human-automation
workflows. Isabel received her Ph.D. in Human-Systems Engineer-
ing from North Carolina State University.

3 WEBSITE
We will reuse and update our website at https://chi-trew.github.io
to advertise and disseminate the workshop’s information and call
for proposals. We will also use this website to share workshop
contributions, including accepted papers, and support future en-
gagement.

4 PRE-WORKSHOP PLAN
In addition to the website, we will advertise the workshop through
email distribution lists at relevant conferences and research insti-
tutions (including, but not limited to, FAccT, IUI, CHI, ACL, and
CSCW mailing lists), direct communication with colleagues in the
field, and social media.

We will have a program committee (PC) with experts from di-
verse research organizations and backgrounds who will help us
to curate the workshop by disseminating the call for papers and
reviewing submissions. Last year, we had commitments from 33
PC members with expertise in human-AI interaction and related
topics. These PC members contributed timely and thoughtful pa-
per reviews and were crucial to the workshop success. We plan to
re-invite many (if not all) of them this year, including:

Ben Shneiderman (University of Maryland), Hal Daume III (Uni-
versity ofMaryland),Michael Bernstein (Stanford University), Krzysztof
Gajos (Harvard University), Elena Glassman (Harvard University),
Maria De-Arteaga (UT Austin), Alon Jacovi (Bar Ilan University),
Matthew Kay (Northwestern University), Michael Terry (Google
Research), Fan Du (Adobe Research), Victor Dibia (Microsoft Re-
search), Vera Liao (Microsoft Research), Jenn Wortman Vaughan
(Microsoft Research), Tim Miller (University of Melbourne), Jim
Chen (University of Washington), Erin Chiou (ASU Adapt Lab),
Ian Covert (University of Washington), Shi Feng (University of
Maryland), Ella Glikson (Bar Ilan University), Maia Jacobs (North-
western University), Joseph Janizek (University of Washington),
Retno Larasati (The Open University), Brian Lim (National Univer-
sity of Singapore), Ishan Nigam (UT Austin), Marissa Radensky
(University of Washington), Gonzalo Ramos (Microsoft Research),
Jakob Schoeffer (Karlsruhe Institute of Technology), Tom Williams
(Colorado School of Mines), Ming Yin (Purdue University), Tony
Zhang (Fortiss), and Joyce Zhou (Cornell University).

Participants interested in giving a presentation at the workshop
will need to submit a short paper (2-6 pages). Submission types
will include, but are not limited to, position papers summarizing
authors’ existing research in the area and how it relates to the
workshop theme, papers that review the related literature and offer
a new perspective, and papers that describe work-in-progress re-
search projects. We will encourage submissions that present diverse
viewpoints on the workshop topics, and encourage participation
across relevant fields, such as AI, HCI, and cognitive psychology.
We will also create and advertise an industry track that encourages
practitioners (who don’t usually come to CHI) to submit papers
that offer an industrial perspective or real-world approach to the
workshop theme. We will use Easychair to collect and review these
submissions. Each submission will be reviewed by at least two PC
members and one organizing committee member. To accommodate
as many participants as possible, we plan to maintain a 50%-60%
acceptance rate (similar to last year), such that paper authors can
get a chance to join our workshop. Among them, we plan to in-
clude 8-10 spotlight that will be presented for during paper sessions.
The remaining papers will be presented as posters (onsite) and as
1-minute pre-recorded presentations (online) during coffee breaks
(see the next section for details on the workshop schedule.)

Asworkshop organizers, we value and are committed to diversity,
equity, and inclusion. We welcome and encourage the participation
of people who identify with any historically marginalized or under-
represented group. Further, the listed platforms and technologies
should not be a barrier to the participation of anyone interested in
this workshop. If the technologies listed do not accommodate par-
ticipants needs, we will work with participants to find alternative
solutions.

5 WORKSHOP STRUCTURE
In order to facilitate more in-depth conversations, we have tailored
this workshop for a group of 40-50 participants. If interested par-
ticipants exceed this number after the initial advertisement of the
workshop, we may adjust the workshop structure to accommo-
date a slightly higher number of participants. We plan to organize
our proposal as a single-day workshop, from 9:00 AM to 5:00 PM
local time (including breaks), in a hybrid format. We hope most
participants join the in-person workshop but will also plan for
synchronous online access to the workshop. We intend to use a
combination of Zoom (for synchronized talks) and Slack (for virtual
and asynchronous question-answering and online discussions). In
our post-workshop survey, we found that participants were partic-
ularly impressed by the Slack space setup, which we intend to keep:
we will have channels for workshop sessions, and threads for each
accepted paper so participants can submit their targeted questions.
We will strongly encourage keynote speakers, paper authors, and
panelists to actively monitor and respond accordingly. The organiz-
ers will also work with the technical team at CHI 2024 to utilize
provided streaming methods (with captioning for accessibility), so
as to minimize the jump across platforms.

The tentative workshop schedule is detailed in Table 1. Since one
of our goals is to synthesize knowledge and expertise from various
communities and spur impactful future research, the workshop
will dedicate sufficient time for group discussions and activities

https://chi-trew.github.io
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Slot Theme

09:00 – 09:15 (15min) Welcome
09:15 – 10:15 (60min) Keynote talk, potentially by a leading expert on human-AI collaboration
10:15 – 10:45 (30min) Paper sessions 1
10:15 – 10:45 (30min) Coffee break (concurrent with poster presentations)
10:45 – 11:30 (45min) Panel with experts that have diverse and well-balanced expertise

(Michael Bernstein, Stephanie Bell, Su Lin Blodgett, Jina Suh)
11:30 – 12:00 (30min) Paper sessions 2
12:00 – 13:00 (60min) Lunch break

13:00 – 14:30 (90min) Group activity 1 (60 min discussion + 30 min group result sharing)
14:30 – 15:00 (30min) Coffee break (concurrent with poster presentations)
15:00 – 16:30 (90min) Group activity 2 (60 min discussion + 30 min group result sharing)
16:30 – 16:45 (15min) Closing remarks

Table 1: Tentative schedule for the proposed single day workshop. The workshop will dedicate sufficient time for group
discussions and activities (afternoon session) in addition to a knowledge-sharing and discussion in the form of a keynote, paper
presentations, and an expert panel discussion (morning session).

(afternoon session) in addition to a knowledge-sharing and discus-
sion in the form of a keynote, paper presentations, and an expert
panel discussion (morning session). This will help connect partici-
pants that share similar interests and provide them with a chance
to contribute and learn.

The morning session will begin with a keynote by leading ex-
pert in human-AI collaboration. Participants will have the oppor-
tunity to share their accepted work with either paper or poster
presentations. The morning session will include two paper sessions
for spotlight authors to share their accepted work. The presenta-
tions will consist of 5-7 minutes lightning talks, followed by a joint
(around 10-minute) Q&A session. These talks will be pre-recorded;
Non-spotlight acceptances will also have pre-recorded videos at
1-3 minute lengths. We will post all these recordings online for
asynchronous access since 2022 participants found it overwhelm-
ing to play all videos during paper sessions. Concurrent with the
planned coffee breaks (in the morning and afternoon sessions), we
also plan to hold poster presentations to support more interactions
between authors and participants and play videos of the 1-3 minute
presentations.

We will also host a discussion panel of experts with balanced
perspectives from academia and industry, to form the discussion
around our diverse research interests—trust calibration, human-AI
teaming, understanding AI uncertainty, the evolving role of humans
in human-AI collaboration, etc. We have commitments from five
experts from academia and industry with expertise in human-AI
collaboration: Stephanie Bell (Research Scientist at the Partnership
on AI with expertise on future of work and the evolving human role
in human-AI partnerships), Michael Bernstein (Professor of Com-
puter Science at Stanford with expertise in human-AI interaction),
Su Lin Blodgett (Senior Researcher at Microsoft with expertise on
language technologies), Jina Suh (Principal Researcher at Microsoft
Research with expertise in workplace wellbeing).

In the afternoon, we plan to allocate adequate time for two
sessions of in-depth group activities, each session containing a one-
hour within-group discussion, and a half-hour between-grouping

insight sharing. The groups will be in the form of “birds-of-feather”
discussions and practices around several topics, including measures,
challenges, and mechanisms and interactions for shaping trust. We
will finalize the group activities based on the number of participants
and their interests, but some initial ideas include,

(1) a debating format, where two groups are paired to repre-
sent the claims and counterclaims relating to themes within
human-AI trust, so to motivate people to play devil’s advo-
cates to each others ideas. The organizers would provide
inspirational questions, as well as imaginary use scenarios
that can ground these discussions (e.g., in high-stake do-
mains like education, medical, etc.)

(2) concept mapping around definitions, measures, and factors
for appropriate trust and reliance. Groups could collaborate
to enumerate and discuss relevant concepts—predictability,
uncertainty, trust, reliance, adaptability, etc. and identify
their overlaps and relationships.

(3) ideation for solutions for shaping trust for particular use
cases, such as news recommender systems or autonomous
vehicles; here groups can brainstorm possible solutions, in-
cluding system interactions, explanations, or visualizations,
and iterate on these ideas with input from other groups. Out-
puts of this activity might consist of a set of solution ideas
or low-fidelity mockups for system designs.

(4) on-the-spot paper writing and reviewing: where participants
come up with one research idea, or an imaginary paper they
would like to write around the topic of trust and reliance.
Groups’ output might be an abstract, certain teaser figures
illustrating the core idea, or compelling use cases. Then, par-
ticipants will review these deliveries, hopefully to help better
articulate what aspects people would care about around a
particular research idea.

Each group will be moderated by at least one organizer; we
will also encourage paper authors to join groups related to their
paper topics and share their posters within the group, so they can
have more dedicated discussions around the broader theme, but in
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the context of their own work. For hybrid participation, activities
will make use of collaborative virtual environments like Google
Documents and Miro boards.

We will host the paper lightning talks, posters, and group shar-
ings in Google Slides and on the website, and we will later convert
them into medium posts to share with the broader audience.

6 POST-WORKSHOP PLAN
We will synthesize our findings from the workshop as a Medium
post. In order to reach a larger audience, wewill upload the recorded
sessions on YouTube, publish group activity outcomes as Medium
posts, and share all the materials on social media.

7 CALL FOR PARTICIPATION: WORKSHOP ON
TRUST AND RELIANCE IN EVOLVING
AI-HUMANWORKFLOWS

State-of-the-art AIs and LLMs (e.g., GPT-4) can now perform tasks
previously exclusive to humans (e.g., writing code, generating ideas,
planning), and are being widely used in various domains, applica-
tions, and commercial tools (e.g., GitHub Copilot, Bing Chat, Bard,
ChatGPT, Advanced Data Analytics, etc). Compared to more tradi-
tional forms of specialized AI, these LLMs introduce new dynamics
to human-AI interaction. For example, instead of simply trusting
and depending on AI models as supportive tools that offer single-
shot suggestions, humans may increasingly come to rely on AIs
as collaborative peers and engage in dialogs and negotiations, dele-
gate various tasks. Given these impressive capabilities and evolving
landscape of LLMs, what will the new human roles in human-AI
collaboration become? how will we adopt and rely on these models
differently? As these systems move to large-scale adoption, how
will people’s skills on the task be impacted? Will AI assistance help
or hinder people’s skill improvement over time?

This workshop will provide a venue for exploring how the col-
laboration between humans and AIs evolve, and how humans’ trust
and reliance on AIs evolve accordingly. We invite participants with
expertise in HCI, AI, ML, psychology, and social science, or other
relevant fields to come together and discuss three themes: (1) What
should be the new roles of humans and AIs when the latter are so
versatile? (2) How should we define and measure trust and reliance
in these new contexts? (3) What are the long term impact of such
human-AI collaboration on each other?

Themes include, but are not limited to:

• Investigating how humans adapt to being collaborators and
decision-makers alongside AI systems.

• Assessing the challenges and opportunities for individuals
in evolving AI-driven work environments.

• Investigating the psychological aspects of trust when work-
ing with LLMs and AI systems as collaborative peers.

• Analyzing the impact of factors like transparency, explain-
ability, and system performance on trust and reliance.

• Examining the sustained effects of using AI assistance on
human skills and expertise.

The submission should use ACM single column format, and
should take 4-10 pages. At least one author must register and attend
the workshop. Submission will be reviewed by program committee

and accepted papers will be posted on the workshop website and
shared via social media.

Important Dates:

• Submission: February 23, 2024 (Easychair)
• Notifications: March 14, 2024
• Camera Ready: April 11, 2024
• Workshop: May 11, 2024
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